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Motivation & Objectives 

Robust estimation is important in many fields of application where the 
probability density function of the random deviations is expected to be heavy-
tailed (e.g., as a consequence of multiple outliers). In a multivariate regression 
model, each observable is modeled as a random vector which is explained by a 
vector-valued (possibly non-linear) deterministic regression function and a 
vector of random deviations. Besides heavy tails, multivariateness and non-
linearity, a further aspect that complicates parameter estimation consists in 
the frequently encountered autocorrelatedness of the random deviations.

The purpose of this contribution is to study a time series model which can 
generally be described as the additive combination of a multivariate, nonlinear 
deterministic model with multiple univariate, covariance-stationary 
autoregressive (AR) processes whose white noise components follow independent 
scaled t-distributions. To obtain the maximum likelihood (ML) estimator, we derive a 
generalized expectation maximization (GEM) algorithm, which takes the form of 
linearized, iteratively reweighted least squares. As the degree of freedom of the t-
distribution is also estimated, we have a partially adaptive estimate.
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Results of real data application

We extended the GEM algorithm based on [1] to approximate a measured and 
preprocessed 3D GNSS time series (see [2]) by a circle (see Alg. 1). One 
application of this model serves the geo-referencing of terrestrial laser scanner 
data where the 3D circle describes the circular, horizontal motion of two global 
navigation satellite system (GNSS) antenna reference points. Dual frequency 
receivers with individually and absolutely calibrated GNSS antennas were used 
(see Figure 1 top left). The origin of the coordinates lies in the nearby reference 
station with a baseline length of approximately 14 m. A full rotation consists of 
7609 points (acquired with a data rate of 1 Hz) with respect to one antenna. We 
employed an AR model of order 15 for time series North- and East-component and 
of order 18 for time series Up-component. Figure 1 (top right) shows the adjusted 
circle and the observed 3D points. Having obtained an estimated degree of freedom 
of 10,000 for each component we conclude that given GNSS series are normally 
distributed.

Figure 1: Upper left: Measurement setup. Upper right: 3D view of observed (grey 
points), adjusted circle (red line) and adjusted white noise (cyan) for n = 7827 
real 3D-GNSS Observations; displayed in a North East Up (NEU) coordinate 
system. Bottom: Excess of the estimated periodogram of the decorrelated 
residuals for the North- and East- component AR(15) model (blue and green) 
and for the up-component AR(18) model (magenta) with respect to the 
theoretical white noise periodogram (black) and 99% significance bounds (red) .

The observation model and the GEM algorithm 

We model the uncertainties of the measurement process by means of random 
deviations between the observables and the functional model:

We assume that each of the N components of the random deviations is
subject to autocorrelations in the form of a covariance-stationary autoregressive
(AR) model

in which the random variables  are, for every k = 1,...,N, independently and identically 
t-distributed according to 
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